
Abstract. Binding-energy landscapes are used to in-
vestigate the thermodynamics of molecular recognition
for the pteridine ring, a recognition anchor in binding
with dihydrofolate reductase, and two molecules with
the same shape but di�erent heteroatom substitutions.
The relative importance of hydrogen bonding and
hydrophobic interactions in this system is analyzed by
comparing these three di�erent decorations of the
pteridine sca�old.
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1 Introduction

Structure-based drug design of enzyme inhibitors, where
the atomic structure of the binding site is used to guide
the development of novel compounds, has resulted in
several e�ective therapies including a number of HIV-1
protease inhibitors [1]. While computational methods
play an important role in this process, structure-based
drug design continues to rely on intuition and serendip-
ity. In part, di�culties arise because the mechanisms of
molecular recognition are not well understood and
principles to guide the drug discovery process remain
elusive. The goal of this work is to begin to unravel some
of the critical features of tight-binding ligand-protein
complexes and to provide a rationale for a structure-
based drug design strategy. It is not an attempt to
accurately reproduce the binding energetics of a speci®c
ligand-protein complex, as in methods based on detailed
force ®eld models [2], but is rather an attempt to focus
on general principles of molecular recognition. In this

sense, our approach is similar to that in lattice models of
protein folding [3] where it is hoped that the simpli®ed
model retains enough physics that the results are
meaningful. An advantage of this approach is that
extraneous detail is eliminated and a complete statistical
mechanical analysis can be performed, making universal
aspects of the phenomenon more apparent.

The assertion that there is a fundamental relationship
between protein folding and molecular recognition
mechanisms has been put forward recently in the sta-
tistical mechanical analysis of binding-energy landscapes
[4]. Computational studies of FKBP12-ligand complexes
[5] and streptavidin-peptide complexes [6] suggest that
speci®c recognition may be ful®lled by a relatively rigid,
evolutionarily conserved portion of the receptor active
site interacting with a core fragment of the ligand. This
core acts as a receptor-speci®c recognition nucleus in the
binding process, a molecular anchor. Two criteria which
distinguish known recognition motifs from random
fragments were established; structural consensus, where
a single binding mode is highly favored, and structural
harmony, where the bound structure of the recognition
core is consistent with its conformation when embedded
in larger ligands that incorporate this motif.

In this work, we examine three closely related frag-
ments of methotrexate (MTX), an antifolate that is
a high-a�nity inhibitor of dihydrofolate reductase
(DHFR), and one of the earliest ligand-protein com-
plexes whose crystal structure was determined at high-
resolution [7]. MTX has three major components: a
pteridine ring, a p-aminobenzoyl group, and a glutamate
portion. Of these three substructures, the glutamate is
dominated by strong electrostatic interactions with the
guanidinium group of an arginine residue. By contrast,
the pteridine ring is the most buried and forms more
than half of the hydrogen bonds with DHFR.

In order to assess the relative contribution of steric
and hydrogen-bonding interactions, we analyze three
variants of the pteridine ring with a simpli®ed energy
model that has been developed for predicting the struc-
ture of ligand-protein complexes [8]. The three fragments
are 1. The pteridine ring. 2. An all-carbon variant, which
has approximately the same shape as the pteridine ring
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but no ability to form hydrogen bonds. 3. An anti-
pteridine ring, where hydrogen-bond donors in the
pteridine ring are replaced with hydrogen-bond accep-
tors, and acceptors in the pteridine ring with hydrogen-
bond donors. We compute the temperature-dependent
free energy for the three molecules with the weighted
histogram analysis method (WHAM) [9] as a function of
the root mean square (RMS) deviation from the crys-
tallographic conformation of the pteridine ring. Analysis
of the resulting binding-energy landscapes characterizes
the relative importance of nonspeci®c hydrophobic
interactions and speci®c hydrogen bonds, and by
comparing the landscapes, we can identify features that
are important for molecular recognition.

2 Methods

2.1 Energy function

The energy function contains an intermolecular term between the
ligand and the protein binding site and an intramolecular term for
the ligand, which consists of the van der Waals and torsional strain
terms of the Dreiding force ®eld [10]. The protein is held ®xed
during all simulations. The intermolecular term has three interac-
tion types, a hydrogen-bonding interaction between donors and
acceptors, a repulsive interaction for donor-donor and acceptor-
acceptor contacts, and a generic dispersion term for nonpolar in-
teractions [11]. Each pair of interacting atoms is assigned one type
of interaction, whose parameters were derived from the distances
found in high-quality crystal structures and then optimized.

2.2 Binding-energy landscapes

We perform dynamically optimized Monte Carlo simulations [12]
at a series of six temperatures, T � 300, 600, 1000, 1500, 3000, and
5000 K, and use a generalization of WHAM [9] to compute the
binding-energy landscape. Based on the multiple-histogram method
[13], WHAM optimally combines data from equilibrium simula-
tions at di�erent temperatures to estimate the density of states,
which can then be used to compute properties at arbitrary tem-
perature. After tabulating two-dimensional histograms Hi�E;R� as
a function of energy E and RMS deviation from the crystallo-
graphic conformation R during each constant-temperature equi-
librium simulation i, the self-consistent multiple-histogram
equations [13] are solved for the density of states W �E;R�,

W �E;R� �
PM

i�1 gÿ1i Hi�E;R�PM
j�1 gÿ1j nj exp�ÿ�E ÿ Fj�=kBTj�

; �1�

where

exp�ÿFj=kBTj� �
X

E

W �E� exp�ÿE=kBTj�

and the density of states

W �E� �
X

R

W �E;R�; �2�

with gj � 1 + 2sj, sj the correlation time, M the
number of simulations, and nj the number of samples
at Tj.

Using Eq. (2), the one-dimensional equations can be
solved to determine the free energies Fj, and then used
in Eq. (1) to calculate the multi-dimensional density
of states W(E,R). Computing the multi-dimensional

density of states as a function of E and R requires no
additional e�ort beyond tabulating the histogram as a
function of both reaction coordinate and energy; the
only complication is that more sampling is required to
ensure adequate statistics. From W(E,R), the potential
of mean force F(R,T) as a function of RMS from a
reference coordinate Rc and temperature is given by

F �R; T � � ÿkBT ln
P�R; T �
P�Rc; T � ;

where

P �R; T � �
X

E

W �E;R� exp�ÿE=kBT �

and the native state is chosen to be the reference state,
so Rc � 0.0. We term the potential of mean force
F �R; T � the binding-energy landscape.

3 Results

3.1 Methotrexate/dihydrofolate reductase

We ®rst examined the binding modes predicted by a
docking simulation [8] for the glutamate portion of
MTX, the p-aminobenzoyl group, as well as the
pteridine ring. The glutamate portion and the pteridine
ring are predicted consistently to bind in their crystal-
lographic locations, while the p-aminobenzoyl group is
predicted to bind to the same site that the pteridine ring
binds to in the MTX/DHFR complex. Because the
pteridine ring complements the active site of DHFR
both in overall shape as well as the formation of six
speci®c hydrogen bonds (Fig. 1), it combines steric and
hydrogen-bonding interactions, and we focus on this
substructure in this study. Docking simulations correctly

Fig. 1. The pteridine ring substructure of methotrexate with all
polar hydrogens and the protonated N1. Hydrogen bonds formed
with dihydrofolate reductase and two water molecules in the crystal
structure are indicated by dotted lines
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predict the crystallographic binding mode of this
substructure, but do not provide insight into the relative
importance of these terms. To address the issue, we
consider the pteridine ring and two variations, an all-
carbon variant, and a variant where the pteridine ring
hydrogen-bond acceptors are replaced with donors, and
donors with acceptors (Fig. 2). All three molecules have
approximately the same shape, so a comparison of the
binding-energy landscapes of the two pteridine ring
variants with the standard pteridine ring can illuminate
the relative importance of steric interactions and hydro-
gen bonding.

3.2 Docking simulations

There are signi®cant di�erences in the predicted binding
modes of the three pteridine rings. For the standard
pteridine ring, three binding modes are found in the
course of 100 docking simulations (Fig. 3), with the
lowest energy mode corresponding to the crystallo-
graphic structure. Because the pteridine ring has a
dominant predicted binding mode that is obtained with
high probability, it satis®es the criterion of structural
consensus. Furthermore, the predicted conformation of
the bound pteridine ring is in structural harmony with its
conformation when embedded in the bound structure of
MTX. For the all-carbon ring, the crystallographic
structure continues to be the predicted binding mode;
surprisingly, the probability of predicting this mode is
actually higher for the all-carbon ring than for the
standard ring. Finally, the anti-pteridine ring has three
predicted binding modes, none of which correspond to
the crystallographic conformation of the ring.

3.3 Binding energy landscapes

To examine the thermodynamics of the binding process,
we compute binding-energy landscapes F �R; T � for the
three molecules. These landscapes do not measure
binding a�nity, but rather the relative free energy of
various binding modes. As such, they determine how
strongly a molecule is anchored [14] in a particular
region of the active site, but do not directly determine
the free energy of bound conformations relative to
unbound conformations.

The binding-energy landscape for the pteridine ring
is smooth and characterized by a single stable state
located near R � 0.0, the crystallographic binding
mode (Fig. 4a). Even at relatively high temperatures
such as T � 1000 K, alternate binding modes are not
stable; only at much higher temperatures do alternate
binding modes begin to compete with the crystallo-
graphic state.

The landscape for the all-carbon ring has a low-en-
ergy binding mode corresponding to the crystallographic
orientation, which is energetically favored at low tem-
peratures, below T � 400 K (Fig. 4b). Two additional
binding modes are stable at intermediate temperatures,
one near 2.8 AÊ and a second near 4.8 AÊ . The second
alternate binding mode is dominant at high temperature,
suggesting that it is favored entropically. This variant
illustrates one of the di�culties with using kinetic
docking simulations to infer the shape of binding-energy
landscapes. While the docking simulations reveal a sin-
gle favorable binding mode, which is the correct result at
low temperature, there are two additional low-energy
binding modes accessible at higher temperatures. As a
consequence, the crystallographic binding mode of the
all-carbon variant is much less stable relative to alternate
bound conformations than that of the standard pteridine
ring.

Like the all-carbon ring, the landscape for the anti-
pteridine ring is characterized by three low-energy

Fig. 2a±c. Polar hydrogen models of a the standard pteridine ring, b
the all-carbon variant, and c the anti-pteridine variant. N1 on the
standard pteridine ring is protonated, as suggested by crystallo-
graphic and other experimental evidence [7]

Fig. 3. Energy spectra obtained from docking simulations for the
pteridine ring, the all-carbon variant, and the anti-pteridine ring.
Arrows indicate the energies of complexes in a common binding
mode. The standard pteridine ring has two high-energy binding
modes in addition to the low-energy crystallographic binding mode.
Only the crystallographic binding mode is found for the all-carbon
variant, while the anti-pteridine variant has three binding modes,
none of which correspond to the crystal structure
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binding modes, at approximately 0.5, 2.8, and 4.8 AÊ

(Fig. 4c). In this case, alternate binding modes are
more stable than the crystallographic binding mode at
all temperatures and the crystallographic binding
mode, while a local minimum, is never thermody-
namically stable even at very low temperature. Again,
analysis of the landscape shows that docking simula-
tions provide an incomplete picture: they do not
identify the crystallographic conformation as a meta-
stable state.

The landscapes of the three pteridine rings illustrate
the role of steric interactions and hydrogen bonding in
molecular recognition of MTX by DHFR. The under-
lying shape of all three landscapes is similar and is ap-
parently determined by the steric interactions, with local
minima in all cases at 0.5 AÊ , and at least a weak local
minimum at 2.8 and 4.8 AÊ . While the shape of the
pteridine ring is su�cient to ensure that the crystallo-
graphic binding mode is a local energy minimum, it does

not guarantee that it is thermodynamically stable: the
hydrogen bonds ensure that the crystallographic binding
mode has the lowest free energy.

The landscape for the standard pteridine fragment
is characteristic of a recognition nucleus with a single
dominant binding domain, which results from the en-
ergy gap between the native binding mode and alter-
native low-energy conformations. As a result, the
native binding mode for the pteridine fragment is
thermodynamically favorable at high temperature and
does not compete with alternate binding modes. The
native binding mode for the all-carbon variant is stable
at low temperature, but much less so than the standard
pteridine ring. The hydrogen-bonding pattern for the
anti-pteridine ring is su�ciently di�erent from the
standard pteridine ring that the crystallographic bind-
ing mode is no longer a stable minimum even at low
temperature. While the shape of the ring is su�cient to
make the crystallographic mode a weak local minimum,
the fact that the hydrogen bonds are anti-complemen-
tary ensures that the crystallographic mode is never
stable.

4 Conclusions

A molecular anchor can be identi®ed from the shape of
its binding-energy landscape F(R,T), and may be de®ned
as a compound with a single dominant binding mode.
Analysis of the binding-energy landscape of the pteridine
ring in MTX reveals that this substructure acts as an
anchor in binding to DHFR. However, the binding-
energy landscape only measures the free-energy di�er-
ence between alternate bound conformations and does
not refer to the bound-unbound equilibrium process: it is
independent of the nature of the solvent. For example, it
is energetically favorable to remove the all-carbon ring
from water because it is strongly hydrophobic. By
contrast, the pteridine ring has many hydrogen-bonding
groups and less hydrophobic driving force. Under
conditions that the hydrophobic repulsion from the
solvent dominates the equilibrium, the all-carbon ring
may actually have higher binding a�nity than the
standard pteridine ring. However, the binding mode is
not speci®c and therefore the all-carbon ring is not a
good anchor.

The crystallographic binding mode is unstable for the
anti-pteridine ring and only marginally stable for the all-
carbon ring; neither variant provides an anchor point for
the attachment of additional groups. Hence, while steric
complementarity appears to be a necessary condition for
binding and is su�cient to ensure that a particular
binding mode is favorable at low temperature, a com-
plementary pattern of speci®c hydrogen bonds stabilizes
the favored binding mode and ensures its stability over a
broader range of temperature. The inverse pattern of
hydrogen bonds is su�cient to disrupt the binding mode
at all temperatures.

The high stability of the pteridine ring ensures that it
is a good anchor and is amenable to subsequent elabo-
ration. Accordingly, it is possible to design larger in-
hibitors that incorporate the pteridine ring, where the

Fig. 4a±c. The binding-free-energy landscapes for a the pteridine
ring, b the all-carbon variant, and c the anti-pteridine variant
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pteridine ring remains in the same crystallographic
binding mode. MTX is an example of such an inhibitor,
which also contains a second anchoring substructure, the
glutamate moiety. One may speculate that the primary
function of the p-aminobenzoyl group is to link the
pteridine ring with the glutamate, and that part of the
reason that MTX is such a good inhibitor is that it is
composed of two distinct anchor moieties. Other anchor
moieties could be identi®ed by an analogous analysis of
substructures of other inhibitors of DHFR, and might
provide further insight into the important features of the
critical fragment.

An important advantage of molecules that contain an
anchor is that the resulting binding mode can be pre-
dicted with high accuracy. As a result, peripheral groups
that are designed to interact favorably with speci®c re-
gions within the active site can be attached to the anchor
[15]. By contrast, lack of an anchor fragment implies
that the binding mode is not highly stable and may
change depending on the type of groups added, com-
plicating the design process considerably. After the
anchor has been identi®ed, one can increase binding
a�nity by adding hydrophobic groups [16]. Alterna-
tively, focused combinatorial libraries based on an an-
chor fragment will have increased probability of success
because they ensure speci®c molecular recognition with
the active site.
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